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Abstract

This paper analyses a prisoners' dilemma where players' discount factor is private

information. We consider an in�nitely repeated game where two states of the world

may occur. According to her own discount factor, a player chooses a cooperative

behaviour in both states (patient), in none of the states (impatient) or in one state

only (mildly patient). The presence of di�erent states of the world a�ects the strategic

role of beliefs. A mildly patient player has an incentive in �pretending� to be patient,

which increases with the competitor's belief that the player is patient. Interestingly,

this e�ect prevents or delays cooperative equilibria to occur when the belief in patience

is strong.
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1 Introduction

Several strategic situations involve interactions where there is uncertainty about the com-

petitor's patience. A relevant example is collusion, which can be sustained with limited

information if players are su�ciently patient (Mailath and Samuelson 2006). In this con-

text, common wisdom suggests that the belief on the competitor's reliability plays a crucial

role to reach a cooperative solution. In this paper we study a case where, on the con-

trary, a strong belief on the competitor's patience may prevent or delay the emergence of

cooperation.

We analyse an in�nitely repeated prisoners' dilemma where a player's discount factor

is private information, and where two states of the world randomly occur over time. The

di�erence among states re�ect a di�erence in terms of payo�s. In particular, in one state

(the �good state�) cooperation is more sustainable than in the other (the �bad state�).

Moreover, the payo�s in the di�erent states of the world are such that a not too patient

player may collude in one state of the world and deviate in the other. This entails the

presence of potentially 3 class of players:1 patient, adopting a cooperative behaviour in

both states, impatient (never cooperative), and the mildly patient, who cooperates in the

good state but deviates in the bad state.

The game evolves in two phases. The �rst is the learning phase, where each player

determines the competitor's class. The second is the cooperation phase, where cooperation

may emerge. Along the paper, we �rst describe the game with public information. Second,

we introduce incomplete information by assuming one learning phase. This exercise has

the advantage to highlight the features of this game in a simple setting. Finally, we let the

learning phase be determined at equilibrium.

The assumption of di�erent states in�uences the strategic role of beliefs. Suppose that,

in the learning phase, a patient player has a strong belief that the competitor is patient

too. Suppose also the competitor is in fact mildly patient, she pretends to be patient and

she is believed. Then the patient player will agree to play a cooperative strategy in the

cooperative phase, which entails cooperation in both states; but then, the mildly patient

competitor will deviate in the bad state. Therefore, the mildly patient competitor has an

incentive in pretending to be patient. Throughout the paper, we will refer to this e�ect as

�faking patience�.

1Throughout the paper, a player's type is determined by its discount factor, while a player's class depends
on whether her discount factor lies above or below certain thresholds.
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We show that the faking patience e�ect increases with the player's belief about the

competitor's patience. In turn, since players rationally predict this kind of behaviour, a

strong belief in patience surprisingly will not lead to a fully cooperative equilibrium. In

particular, in the simplifying case with one learning phase period, the equilibrium strategy

will exhibit cooperation in the good state and non-cooperation in the bad state of the

world. Conversely with endogenous learning phase, this e�ect delays the beginning of the

cooperation phase, and again it is stronger the higher the belief on the competitor's patience.

Related literature: In the theory of repeated games, incomplete information has

been examined in several elements of the game (Mailath and Samuelson, 2006). Strands of

the literature analysed uncertainty about technology (Athey and Bagwell, 2008, inter alia)

payo�s (Peski, 2014, 2008, Fudenberg and Yamamoto, 2011, 2010, Wiseman, 2005, inter

alia) or actions (Abreu et al., 1990, Fudenberg et al., 1994, Ghosh and Ray, 1996, Kandori

and Obara, 2006, inter alia).

The present paper is related mainly on those contributions that focused on uncertainty

about the competitor's discount factor. In Watson (2002) and (1999), players are in a part-

nership, and in each period choose the level of interaction among each other and whether

to cooperate. The level of interaction can be seen, for instance, as an investment in a joint

project. At equilibrium, players �start small� (i.e., make a low investment) to learn about

the rival's patience. Harrington and Zhao (2012) examine tacit collusion in a deterministic,

in�nitely repeated prisoners' dilemma where a player's discount factor is private informa-

tion. Given the presence of only one payo� state, a player can be patient or impatient.

This paper is also related to Rotemberg and Saloner (1986), Haltiwanger and Harrington

(1991) and Bagwell and Staiger (1997), who investigate the relationship between collusion

and the business cycle. These papers examine collusive pricing in markets with demand

shocks and wonder if and when collusion is procyclical or countercyclical. With respect to

these contributions, a change of states may be interpreted as a demand shock. However,

our analysis focuses on states that give di�erent incentives in collusion, while the movement

of the economy is set aside. Hence, one cannot tell the relationship between collusion and

the business cycles from our results. Finally, unlike the present paper, in this literature the

discount factor is public information.

The remainder of the paper is organised as follows. Section 2 introduces the model.

Section 3 develops the analysis where discount factors are unknown. Section 4 shows the
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cooperative results. Section 5 proposes a numerical example to illustrate the theoretical

results, while Section 6 concludes. All formal proofs can be found in the Appendix.

2 The model

2.1 Preliminaries

We consider an in�nitely-repeated prisoners' dilemma with two states {s1, s2} and two

players {i, j}. Time is discrete and, in any time period t = 1, 2, . . . , one of two states of

nature can be realized. Each state is represented by a one-shot Prisoners' Dilemma. The

action set of any player ν in any state s is X = {C,D}. Action C stands for �to cooperate�,

while action D is �to deviate�. The payo� function of any player ν ∈ {i, j} in state s is

us : X×X→ R, given by the payo� matrix for state s ∈ {s1, s2}:

j

C D

i C as; as cs; bs

D bs; cs ds; ds

(1)

Payo�s are symmetric among players, but change according to the state of the world.

We imply the standard assumptions about Prisoners' dilemma:

bs > as > ds > cs,

and

2as > bs + cs

for any s ∈ {s1, s2}. The latter condition entails that, if players maximize the sum of

their payo�s, they prefer the action pro�le (C,C) to pro�les (D,C) or (C,D) in any state.

This condition is not strictly necessary but aims at focusing on players who try to sustain

(C,C) in each time period (Harrington and Zhao, 2012). We assume perfect monitoring:

all players observe the occurring state and the history of any time period.

The following assumption ensures that, in the one-shot game, individual deviation from

action pro�le (C,C) is more pro�table in state s = s2 than in state s = s1.

Assumption 1 Let bs2 − as2 > bs1 − as1.
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The game may start with any initial state from {s1, s2}. The transition from a particular

state does not depend on time period and the action pro�le realized in the state. The

probability that the game transits from state s to state s1 (s2) is equal to π
s (1 − πs). A

transition from a state to another one may be interpreted as a shock in the economy.

2.2 Publicly known discount factors

First, we consider the game where players' discount factor is public information. This

analysis is convenient to later de�ne the players' classes according to their intrinsic degree

of patience (see Section 2.2.3). Moreover, the strategy pro�les for the game with complete

information are also used in the second phase of the Bayesian game, when players act as if

they know the discount factor of their competitors (see Section 3 for details).

2.2.1 Strategy pro�les

In this section we consider some behaviour strategy pro�les which will be examined in

section 2.2.2 and the conditions for which these strategy pro�les are subgame perfect.

We focus the analysis on pure strategies. The behaviour strategy pro�le is denoted by

σ = (σν : ν ∈ {i, j}), where strategy σν determines player ν's action for any time period

and any state depending on the history of the stage.

We restrict our analysis considering three behaviour strategy pro�les in which players

(i) play action D in any state forever (non-cooperative strategy pro�le σn), (ii) cooperate

only in state s1, deviate in state s2 and transit to playing action D forever if they observe

a deviation from the described behaviour in the history (semi-cooperative strategy pro�le

σsc), (iii) cooperate by playing action C in any state and transit to playing action D

forever if they observe deviation in the history (cooperative strategy pro�le σc). The formal

de�nition of these strategy pro�les is given in Appendix A.

2.2.2 Expected payo�s

Let δν denote the discount factor of a player ν's payo�. We are interested in �nding

conditions for which the pure strategy pro�les described above are subgame perfect. The

strategy pro�le is subgame perfect if, for any time period and any state, a vector of restricted

strategies form the Nash equilibrium in the subgame.
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A player's discounted payo� when a strategy pro�le σ is implemented is

V (σ, δν) =

∞∑
t=1

δt−1
ν Πt−1U sν,t(σ),

where V (σ, δν) = (V s1(σ, δν), V s2(σ, δν))′, U sν,t(σ) = (us1ν,t(σ), us2ν,t)
′(σ), with ()′ representing

the transpose matrix, usν,t(σ) is the payo� of the player ν in time period t and state s,

corresponding to the strategy pro�le σ, and

Π =

(
πs1 1− πs1

πs2 1− πs2

)
.

We also de�ne vector ps = (πs, 1− πs) for every s ∈ {s1, s2}. We denote the discounted

payo�s of player ν in equilibria σn, σsc and σc as V s
n (δν), V s

sc(δν) and V s
c (δν), respectively,

where subscripts n, sc and c stand for �non-cooperative�, �semi-cooperative� and �cooper-

ative� equilibrium, while superscript s ∈ {s1, s2} indicates the state of the game in the

�rst period. In Appendix A we provide the formal derivation and we prove the following

preliminary result.

Lemma 1 For any δν ∈ (0, 1), Vc(δν) > Vsc(δν) > Vn(δν).

We are now in a position to examine the critical value of δ for which each strategy

pro�le is a subgame perfect equilibrium. We also de�ne

δ∗1 ≡ ∆1 − πs1(bs1 − ds1)− (1− πs2)(bs1 − as1)

2(πs2 − πs1)(bs1 − ds1)
, (2)

δ∗2 ≡ ∆2 − πs2(as1 − ds1)− (1− πs2)(bs2 − ds2)− πs1(bs2 − as2)

2(πs2 − πs1)(bs2 − ds2)
(3)

where δ∗1 ∈ (0, 1), δ∗2 ∈ (0, 1), and

∆1 =
(
(πs1(bs1 − ds1) + (1− πs2)(bs1 − as1))2 + 4(bs1 − as1)(πs2 − πs1)(bs1 − ds1)

)1/2
,

∆2 =
(
(πs2(as1 − ds1) + (1− πs2)(bs2 − ds2) + πs1(bs2 − as2))2

+ 4(bs2 − as2)(πs2 − πs1)(bs2 − ds2)
)1/2

.

The next proposition summarises the conditions on the discount factors for which each

particular strategy pro�le is a subgame perfect Nash equilibrium (SPNE).
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Proposition 1 Let Assumption 1 hold and player ν ∈ {i, j} have a discount factor δν

which is public information. The cooperative strategy pro�le is SPNE i� δν > δ∗2 for any

ν ∈ {i, j}. A semi-cooperative strategy pro�le is SPNE i� δν > δ∗1 for any ν ∈ {i, j}. A

non-cooperative strategy pro�le is SPNE for any δν ∈ (0, 1), ν ∈ {i, j}.

Depending on the parameters of the model, there are either δ∗1 < δ∗2 or δ∗1 > δ∗2 . If

δ∗1 < δ∗2 , there are three possible combinations of the players' i and j discount factors:

• δi ∈ (0, δ∗1), δj ∈ (0, 1): only σn is SPNE;

• δi ∈ [δ∗1 , δ
∗
2), δj ∈ [δ∗1 , 1): both σn and σsc are SPNE, but Vsc(δν) > Vn(δν) by Lemma

1;

• δi ∈ [δ∗1 , 1), δj ∈ [δ∗1 , 1): strategy pro�les σn, σsc, σc are SPNE. Again by Lemma 1,

the payo�s in cooperative strategy pro�le are the largest ones.

If δ∗1 > δ∗2 , the interval (δ∗1 , 1], where the semi-cooperative strategy pro�le is SPNE,

is contained into (δ∗2 , 1], where also the cooperative strategy pro�le is SPNE. Hence, by

Lemma 1, a semi-cooperative strategy pro�le is never played because the players' payo�s

in σsc are less than in σc. In this case, the analysis will be the same as in Harrington and

Zhao (2012) where, in the interval (0, δ∗2), only σn is SPNE (unique in the set {σn, σsc, σc}),
while in interval (δ∗2 , 1) the equilibrium with the largest players' payo�s is σc.

2 We then

focus on the �rst case, and we assume the following:

Assumption 2 Let δ∗2 > δ∗1.

2.2.3 Player's classes

Based on Proposition 1 and Assumption 2, we de�ne the players' classes according to their

discount factors, as follows.

2To see this, consider three options of combination of the players i and j's discount factors:

• δi ∈ (0, δ∗2), δj ∈ (0, 1): only σn is SPNE.

• δi ∈ [δ∗2 , δ
∗
1), δj ∈ [δ∗2 , 1): both σn and σc are SPNE. But in the cooperative equilibrium the players'

payo�s are larger than in the non-cooperative equilibrium.

• δi ∈ [δ∗1 , 1), δj ∈ [δ∗1 , 1): strategy pro�les σn, σsc, σc are SPNE. The equilibrium with the largest
players' payo�s is σc.
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De�nition 1 A player ν belongs to class `ν and there are three classes `ν ∈ {I,M,P}:

i. I (impatient), whose discount factor is denoted as δν = δI and satis�es δI ∈ (0, δ∗1);

ii. M (mildly patient), whose discount factor is denoted as δν = δM and satis�es

δM ∈ [δ∗1 , δ
∗
2);

iii. P (patient), whose discount factor is denoted as δν = δP and satis�es δP ∈ [δ∗2 , 1).

The cooperative strategy pro�le is SPNE if and only if both players are of class P .

Otherwise, a player who is not of class P will deviate from the cooperative strategy pro�le

because the deviation is pro�table. A semi-cooperative strategy pro�le is SPNE if (i) both

players are of class P , (ii) both players are of class M or (iii) if one is of class P and the

other is of class M . If at least one of two players is of class I, then neither a cooperative

nor a semi-cooperative strategy pro�le is SPNE.

3 Unknown discount factors

We now turn the analysis on the case where a player's discount factor is private information.

Possibly, this game may exhibit several classes of equilibria. We focus our analysis on some

equilibria for the game which consist on two phases (Harrington and Zhao, 2012).

The �rst phase is learning, where the players' discount factors are private information

and players try to recognize the competitor's class. In this phase players' strategies are

Markovian: they are based on beliefs on the competitor's class, and not on the game

history. The second phase is cooperation, where any player uses a behaviour strategy from

the set {σc,ν , σsc,ν , σn,ν}. The strategy chosen during the cooperation phase is determined

by the beliefs on the competitor's class at the last period of the learning phase.

3.1 Learning phase: strategies and rules for updating beliefs

In this section, we describe how the process of learning the competitor's class takes place.

In time period t, a player believes the other player to be of class P with probability αt, to

be of class M with probability βt, and to be of class I with probability γt = 1 − αt − βt.
We de�ne the strategies for every t = 1, . . . , T : the player chooses her strategy in period t

based on beliefs αt and βt. We assume that the initial beliefs about the other player's class

in period 1 are given and known, and α1 ∈ (0, 1), β1 ∈ (0, 1) are known and α1 +β1 ∈ (0, 1).
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We denote player ν's strategy in the learning phase as ψν and the set of player ν's

strategies in the learning phase is Ψ(`ν) which depends on the player's class `ν ∈ {I,M,P}.
The set of Markovian strategies of a player of class P is Ψ(P ) = {qst , t = 1, . . . , T, s = s1, s2},
where qst : [0, 1]×[0, 1]→ [0, 1] is a function of αt and βt and corresponds to the probability of

choosing action C in state s in time period t. Conversely, the set of Markovian strategies of

a player of classM is Ψ(M) = {rst , t = 1, . . . , T, s = s1, s2}. Notice that rs1t : [0, 1]×[0, 1]→
[0, 1] is a function of αt and βt and amounts to the probability of choosing action C in state

s1 in time period t. For state s2, r
s2
t = 0 for any t, i.e. the strategy rs2t prescribes player

of class M to choose action D in state s2 with probability 1 in any time period. Finally,

we de�ne the set of strategies for an impatient player ν, `ν = I. The set of Markovian

strategies of the I player in the learning phase is Ψ(I) = {zst , t = 1, . . . , T, s = s1, s2},
where zst : [0, 1]× [0, 1]→ 0 for any period t and any state s. Strategy zst prescribes player

of class I to choose action D in any state s = s1, s2 with probability 1 in any time period.

The player ν's strategy in the learning phase is ψ(`ν) and determines a probability of

choosing action C in any time period t and any state s. It depends on player's class `ν as

follows:

ψ(`ν) =


qst∈ [0, 1] if `ν = P, s = s1, s2;

rst ∈ [0, 1] if `ν = M, s = s1;

rst = 0 if `ν = M, s = s2;

zst = 0 if `ν = I, s = s1, s2.

Based on the de�nition of the players' strategies in the learning phase, we may state

that, if a player chooses action C in state s2, she has revealed her class as P , because she

is the only class who may choose action C in state s2 with positive probability. Conversely,

if a player chooses action C in state s1, she may be identi�ed as a P or M class because

only players of these two classes may choose action C in state s1 with positive probability.

We use Bayes rule to update beliefs αt and βt over time, t = 2, . . . , T + 1. The rule of

de�ning beliefs for period t+ 1 depends on the state s which appeared in period t. If state

s is realized at period t, then in the next period t+ 1, the belief that the competitor is of

class P is

αt+1 =

α
s1
t+1, if s = s1,

αs2t+1, if s = s2.

The same rule applies to βt+1 and γt+1.

First, consider the updating rule for state s = s1. If a player chooses C in period t, she
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is identi�ed as class3
I with prob. γs1t+1 = 0;

P with prob. αs1t+1 =
αtq

s1
t

αtq
s1
t + βtr

s1
t

;

M with prob. βs1t+1 = 1− αs1t+1 =
βtr

s1
t

αtq
s1
t + βtr

s1
t

.

(4)

If a player chooses D in state s = s1, she is identi�ed as class4

I with prob. γs1t+1 = 1− αs1t+1 − β
s1
t+1 =

1− αt − βt
1− αtqs1t − βtr

s1
t

;

P with prob. αs1t+1 =
αt(1− qs1t )

1− αtqs1t − βtr
s1
t

;

M with prob. βs1t+1 = 1− αs1t+1 =
βt(1− rs1t )

1− αtqs1t − βtr
s1
t

.

(5)

Consider next the updating rule for state s2. As already discussed, if a player chooses C,

she is identi�ed as class P with probability 1. On the other hand, if a player chooses D,

she is identi�ed as class5
I with prob. γs2t+1 = 1− αs2t+1 − β

s2
t+1 =

1− αt − βt
1− αtqs2t

;

P with prob. αs2t+1 =
αt(1− qs2t )

1− αtqs2t
;

M with prob. βs2t+1 =
βt

1− αtqs2t
.

(6)

3.2 Cooperation phase

We now determine how players choose strategies in the cooperation phase. The strategy of

player ν in a cooperation phase is a mapping from a player's class and beliefs on the other

player's class by the end of the learning phase to the set {σc,ν , σsc,ν , σn,ν}. Let T be the

last period of the learning phase, which we assume �nite.6

At the end of the learning phase, the beliefs that the competitor is of class P or M are

3The probabilities αs1
t+1 and βs1

t+1 are de�ned if αtq
s1
t + βtr

s1
t 6= 0. In the case when αtq

s1
t + βtr

s1
t = 0,

it is impossible to observe action C in state s = s1.
4The probabilities αs1

t+1, β
s1
t+1 and γ

s1
t+1 are de�ned if αtq

s1
t +βtr

s1
t 6= 1. In the case when αtq

s1
t +βtr

s1
t = 1,

it is impossible to observe action D in state s = s1.
5The probabilities αs2

t+1, β
s2
t+1 and γ

s2
t+1 are de�ned if αtq

s2
t 6= 1. In the case when αtq

s2
t = 1 (αt = qs2t =

1), it is impossible to observe action D in state s = s2.
6Here we do not consider the case when the learning phase last forever.
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αT+1 and βT+1, respectively. Thus the strategy of player ν is a function of class `ν and

beliefs αT+1, βT+1 such that:

σν(`ν , αT+1, βT+1) =



σc,ν , if `ν = P, αT+1 = 1,

σsc,ν , if {`ν = P, αT+1 + βT+1 = 1, αT+1 6= 1}

or {`ν = M, αT+1 + βT+1 = 1},

σn,ν , if {`ν ∈ {P,M}, αT+1 + βT+1 < 1}

or {`ν = I}.

(7)

From the rule (7) it follows that the impatient player always chooses strategy σn,ν , a mildly

patient player chooses a semi-cooperative strategy σsc,ν if he has a belief that the competitor

is not an impatient player, and he chooses non-cooperative strategy σn,ν otherwise. A

patient player chooses cooperative strategy σc,ν only if her belief that the competitor is

patient equals to one. She chooses semi-cooperative strategy σsc,ν if believes that the

competitor is not an impatient player, but her belief that the competitor of class P does

not equal to one. Otherwise, a patient player chooses the non-cooperative strategy σn,ν .

3.3 Payo� and equilibrium concept

The payo� of player ν = i, j whose class is `ν ∈ {I,M,P} is the sum of her payo�s in the

two phases of the game and it is a function of her class, initial beliefs and the strategies of

player i and j in the learning phase:7

Φν(ψi, ψj , α1, β1|`ν) =
T∑
t=1

δt−1
ν Πt−1Uν(ψi,t, ψj,t)

+ δTν ΠTV (δν , (σi(`i, αT+1, βT+1), σj(`j , αT+1, βT+1))), (8)

where ψν ∈ Ψ(`ν). The �rst part in the RHS of (8) is the payo� during the learning phase,

while the second part is the payo� during the cooperation phase. In (8), σi(`i, αT+1, βT+1)

and σj(`j , αT+1, βT+1) are de�ned by (7).

We are now equipped to de�ne the equilibrium concept of the game. The equilibrium

concept is perfect Bayesian equilibrium (Fudenberg and Tirole, 1991). In a perfect Bayesian

7We omit players' strategies in a cooperation phase as the arguments of the function because they are
uniquely de�ned by rule (7) given strategies ψi, ψj .
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equilibrium for each period t = 1, . . . , T and any history of this period, the continuation

strategies are a Bayesian equilibrium for the continuation game. Formally, we de�ne

De�nition 2 A strategy pro�le ψ∗ = (ψ∗i , ψ
∗
j ) is a perfect Bayesian equilibrium if for each

player ν ∈ {i, j}, any class `ν ∈ {M,P}, any initial beliefs α1 ∈ (0, 1), β1 ∈ (0, 1),

α1 + β1 ∈ (0, 1) and each strategy ψν ∈ Ψ(`ν), the inequality

Φν(ψ∗, α1, β1|`ν) > Φν

(
(ψν , ψ

∗
−ν), α1, β1|`ν

)
(9)

holds.

The strategy set of a player in the two-phase equilibrium consists of the strategy in

the learning and in the cooperation phases. The solution concept is close to Markov Per-

fect Bayesian Equilibrium (MPBE) with the following modi�cation. The strategy of any

player is Markovian8 only during the learning phase when players' classes are not common

knowledge, and in the cooperation phase players' strategies are behaviour from the set

{σc,ν , σsc,ν , σn,ν}, as described in (7). To avoid confusion, we use the name of the solution

concept as Partial Markov Perfect Bayesian Equilibrium9 (PMPBE) given in Harrington

and Zhao (2012).

4 Cooperative outcomes

In this section we characterize equilibria according to which at the second phase of the game

the cooperative or semi-cooperative strategy pro�les may occur (depending on the players'

classes). For completeness, the equilibria yielding a non-cooperative outcome are outlined

in Appendix E. The rule of choosing the strategy in the cooperation phase is given by (7).

In the �rst part of the section, we consider the case where the learning phase is limited to

one period. Albeit this restriction is strong, it allows us to highlight some features of the

equilibria that may be then found, in the second part, in the more general version where

the length of the learning phase is endogenously determined.

8The Markov property is that the strategy in the learning phase in any time period t depends only on
the beliefs on the competitor's class, and does not depend on the time period and the history.

9It is called �partial� because, in the cooperation phase, the strategies are not Markovian but they are
behaviour once the learning phase ends up.
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4.1 One-period learning phase

In this section we limit the length of the learning phase T to one time period. We present

�rst this simplifying case for expositional purposes, as it helps highlighting the role of beliefs

in this problem. Qualitatively similar results are obtained when we relax this assumption,

but the analysis and the equilibrium conditions are more cumbersome. Nonetheless, the

exogenous duration of the learning phase may be dictated by external conditions, e.g., the

learning period may be costly and players are restricted by short duration of a learning

phase.

We �nd the conditions when a Partially Markov Perfect Bayesian Equilibrium exists in

the learning phase. We sort the equilibria by the type of equilibria adopted in the learning

phase. For convenience, thresholds A1, A2, A3 and A4 are de�ned in Appendix C.

Proposition 2 Consider a Prisoners' dilemma with the learning phase lasts for one time

period. Let Assumptions 1 and 2 be satis�ed, then there exists the following equilibria:

1. If the initial state is s = s1:

1.i (qs11 , r
s1
1 ) = (1, 0) is a PMPBE for α1 ∈ [A1;A2].

1.ii (qs11 , r
s1
1 ) = (1, 1) is a PMPBE for α1 + β1 > A3.

2. If the initial state is s = s2:

2.i (qs21 ) = 1 is a PMPBE for α1 > A4.

Figure 1: Equilibria with initial state s = s1.
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Figure 2: Equilibria with initial state s = s2.

Figures 1 and 2 depict the regions of PMPBE for initial state s1 and s2, respectively,

in the space of initial beliefs (α1, β1). The rule of updating beliefs in (4) and (5) helps to

understand the strategy pro�le in the cooperation phase. Suppose, for instance, that the

game starts with state s1 and pro�le (qs11 , r
s1
1 ) = (1, 0) is chosen. If action C is observed,

the updated beliefs are α2 = 1, β2 = γ2 = 0, thus it is possible to recognize the competitor's

class as P . Hence, if two players of class P meet, the equilibrium (qs11 , r
s1
1 ) = (1, 0) leads to

the cooperative strategy pro�le σc in the cooperation phase. If even one of the two players

is not of class P , equilibrium (qs11 , r
s1
1 ) = (1, 0) implies that the non-cooperative strategy

pro�le σn will be implemented in the cooperation phase. Indeed, since players belonging

to the mildly patient and the impatient class adopt the same strategy, a patient player

cannot recognize from the learning phase if the competitor is a mildly patient one, thus the

semi-cooperative strategy is never used in the cooperation phase.

When the game starts at state s1 and pro�le (qs11 , r
s1
1 ) = (1, 1) is implemented, i.e.,

players of class M and P cooperate with probability 1, the beliefs of a competitor's class

after observing C are:

α2 =
α1

α1 + β1
, β2 =

β1

α1 + β2
, γ2 = 0.

In this case there are positive probabilities that the competitor is either P or M . Hence

the strategy of the players P or M during the second phase is semi-cooperative one σsc,ν

according to the rule (7), which allows cooperation in future states s1 and deviation in

future states s2. This result emerges as a player does not recognize whether the competitor

is of class P or M .
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When the game starts with state s2, a player of class M cannot be identi�ed, since

she deviates. Hence the belief β1 does not play any role in determining the equilibrium.

However, a class P competitor is identi�ed with certainty. Hence if the players are both P ,

they choose cooperative strategies σc,ν in the cooperation phase.

The next corollary compares the equilibrium payo�s in the parameter ranges where

multiple equilibria occur, as a possible re�nement in the equilibrium choice.

Corollary 1 Suppose the game starts from state s = s1, and α1, β1 satisfy the conditions:

α1 ∈ [A1, A2] and α1 + β1 ∈ [A3, 1]. Then the payo� of a class M player in equilibrium

(qs11 , r
s1
1 ) = (1, 1) is always not less than his payo� in equilibrium (qs11 , r

s1
1 ) = (1, 0).

Corollary 1 suggests equilibrium (1, 1) as a re�nement of multiple equilibria in state s1,

and the pure strategy over the mixed one in state s2. In particular for state s1, this result

intuitively suggests that, when the beliefs that the competitor is P or M are similar, it is

unlikely to reach a result of full cooperation. Indeed, the outcome is a semi-cooperative

strategy pro�le in the cooperation phase.

The next proposition summarises some comparative statics on the equilibrium payo�s

with respect to beliefs.

Proposition 3 The equilibrium payo�s of classes P and M players are increasing func-

tions of α1. The payo�s of classes P and M players in equilibrium (qs11 , r
s1
1 ) = (1, 1) are

increasing functions of β1.

Proposition 3, together with Proposition 2, state a surprising result: a strong belief that

the competitor is of class P does not lead to a cooperative strategy pro�le (fully collusive

equilibrium) in the cooperation phase. This is immediately evident by looking at Figure 1.

A very high α1 gives a strong incentive to an M class player to fake patience, that is, it

induces to act as a P class in order to lure the competitor to choose a cooperative strategy

in the second phase. Indeed, if a cooperative strategy is played by a player of class P and

state s2 occurs at some period, then the M class player would deviate from cooperation,

thus tricking her competitor. Given that players are aware of the �faking patience� e�ect, a

semi-cooperative equilibrium occurs: cooperation in state s1, non-cooperation in state s2.

4.2 Endogenous learning phase

In this section we generalise the previous results by endogenising the duration of the learn-

ing phase. Several equilibria emerge: in what follows, we aim at showing that the faking
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patience e�ect may occur for some con�gurations. We restrict our attention to those strate-

gies that allow to identify the class of any player in the shortest number of periods.

4.2.1 Initial state s = s1

The natural structure of strategy pro�les satisfying our requirement is the following. In

the �rst time period, players of both class P and M use strategy C to be sure if there is

an I player participating in the game. Then, if there are no I players, the game transits

to state s1 or s2 in which players of class P and M use di�erent strategies to be revealed

in time period 2, i.e., their classes will be identi�ed with probability 1. Now we �nd the

conditions under which the described strategy pro�les are PMPBE. Further we consider

the strategy pro�le according to which in initial state s1 players of classes P and M use

di�erent strategies in t = 1.

Assume that, in the �rst period, players of classes P and M adopt strategies qs11 =

rs11 = 1. In period 2 and

• s = s1, strategies are q
s1
2 = 1, rs12 = 0;

• s = s2, player P 's strategy is qs22 = 1.

Using these strategies players' classes are revealed not later than in period 2. The

following proposition summarises the conditions on the initial beliefs for which the described

strategies form a PMPBE. To ease the exposition, coe�cients A5, A6, A7 and A8 are de�ned

in Appendix F, with A5, A7 > 0.

Proposition 4 Let the initial state be s = s1, and suppose that the following conditions

hold: 

i. A5α1 +A6β1 > ds1 − cs1 ,
ii. A7α1 +A8β1 > ds1 − cs1 ,

iii.
β1

α1
6 min

s=s1,s2

{
δsPp

s(Vc(δP )− Vsc(δP ))− (bs − as)
ds − cs

}
,

iv.
β1

α1
>
δMps1(Vd(δM )− Vsc(δM ))− (bs1 − as1)

ds1 − cs1
.

Then the following strategies are PMPBE:

P : (qs11 , q
s1
2 , q

s2
2 ) = (1, 1, 1) , M : (rs11 , r

s1
2 ) = (1, 0) .
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In the cooperation phase, a cooperative equilibrium occurs if two players are of class P ,

while a semi-cooperative equilibrium occurs if two players are of class M or one player is

of class P and the other one is of class M .

The equilibrium described in Proposition 4 shows the emergence of faking patience in

the �rst period, where a player of class M cooperates and, by doing so, does not reveal

herself. On the other hand, in the second period the M -class player would deviate in state

s1, and by doing so she reveals her type and the learning phase ends afterwards, by playing

the semi-cooperative equilibrium in the cooperative phase. Intuitively, the faking patience

e�ect is also what delays entering in the cooperation phase. Suppose that a player of type

M keeps playing rs1t = 1 for all periods t until a change of state takes place. In this case

the learning phase goes on until state s2 occurs.

Unlike the example where the learning phase lasts one period, the conditions of Propo-

sition 4 are harder to interpret. We may however take a closer look at coe�cients of α1 in

conditions i. and ii.. They are unambiguously positive,10 suggesting that an increase in α1

increases the chance that the two conditions hold. In words, the higher the belief that the

competitor is patient, the higher the change of faking patience, the less likely the reaching

of full cooperation. By contrast, the coe�cient of β1 in i. and ii. is ambiguous, as well as

those of α1 and β1 in iii. and iv.. To �x ideas, in Section 4.2.3 we verify this intuition

through a numerical simulation.

4.2.2 Initial state s = s2

In state s2, a player of class M always chooses action D. We examine the strategy pro�le

according to which a player of class P chooses action C, i.e., qs21 = 1. Therefore, if at

least one of two players chooses action C in period 1, the learning phase is over, and the

cooperation phase starts from period 2. According to rule (7), if both players choose C, then

in the cooperation phase players implement a cooperative strategy pro�le. By contrast, if

one player chooses C and the other one chooses D, then players play a non-cooperative

strategy pro�le, according to (7).

If both players choose action D, then the learning phase transmits to period 2, and

players can be either of type M or I, according to the following beliefs:

α2 = 0, β2 =
β1

1− α1
, γ2 =

1− α1 − β1

1− α1
.

10See Appendix F.
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Notice that these classes of players keep playing D until state s1 is realized because of

the Markovian property of strategies. Consider then the case where state s1 occurs in the

second period. A player of class I keeps playing D. On the other hand, a player of class M

may choose action C (strategy rs12 = 1) or action D (strategy rs12 = 0). If he uses strategy

rs12 = 0, the beliefs remain the same and the strategy rs1t will be equal 0 until in�nity

because of the Markovian property11. Thus we focus on the conditions for which strategy

rs12 = 1 is a part of PMPBE.

Proposition 5 Let the game start with state s = s2, and suppose


β1 >

(ds1 − cs1 ) (1− α1)

ds1 − cs1 + as1 − bs1 + δMps1 (Vsc(δM )− Vn(δM ))
,

β1 ≤
α1[ds2 − cs2 + as2 − bs2 + δPps2 (Vc(δP )− Vn(δP ))]− (ds2 − cs2 )

δPps2 (Vsc(δP )− Vn(δP ))
.

Then the following strategies are PMPBE:

• Class P players: qs21 = 1. The learning phase is over at t = 1 if at least one of the

players is of class P .

• Class M players: rs2k = 0 from k = 1 onwards until s = s2; r
s1
t = 1, once s = s1

at time t > 1. The learning phase is over at t if at least one of the two players is of

class M .

4.2.3 Numerical example

Given the limited tractability of this framework, we highlight the features of the equilibria

in Propositions 4 and 5 using a numerical simulation. Consider the game represented by

matrices

s = s1 :

C D( )
C (11.3, 11.3) (3, 12)

D (12, 3) (5, 5)
, s = s2 :

C D( )
C (11, 11) (3, 16)

D (16, 3) (10, 10)
,

for which Assumption 1 is true. Let the probabilities to transit from state s1 to state s1

and state s2 be π1 = 0.8 and 1−π1 = 0.2 respectively, and the probabilities to transit from

state s2 to state s1 and state s2 be π2 = 0.1 and 1−π2 = 0.9 respectively. Assumption 2 is

11Hence, this strategy of player M is a part of a PMBE with in�nite learning phase.
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also true: we obtain the discount factors δ∗1 ≈ 0.1245 and δ∗2 ≈ 0.7089. Let players M and

P have the discount factors δM = 0.7 and δP = 0.9 respectively.

If the game starts from state s = s1, conditions of Proposition 4 amounts to

32.2162α1 + 20.1154β1 > 2,

11.4673α1 + 6.70729β1 > 2,
β1

α1
6 min {2.08243, 0.223938} ,

β1

α1
> 0.145989,

then the strategy pro�le qs11 = 1, rs11 = 1 in period 1 and qs22 = 1 in period 2 is PMPBE.

The region of (α1, β1) for which the system is satis�ed (yellow color) is depicted on Fig. 3,

case (i), and it is where the �faking patience e�ect� does not allow to reach a cooperation

or semi-cooperation. The region of existence exhibits a combination of high values of α1

and low values of β1: a higher belief that the other player is of class P and not M is indeed

what gives the incentive of a player of class M to fake patience.

If the game starts from state s = s2, conditions of Proposition 5 are equivalent to
1− α1 − β1

β1
6 4.11765,

23.8919α1 − 15.3243β1 > 7.

The range of parameters for which the strategy pro�le qs21 = 1 and rs1t = 1 for any t > 1

in the learning phase given in Proposition 5 is PMPBE in the game starting with s = s2 is

depicted in Fig. 3, case (ii) (orange area).

(i) The game starts with state s = s1. (ii) The game starts with state s = s2.

Figure 3: Equilibrium region.
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5 Concluding remarks

In this paper we have analysed cooperation in an in�nitely repeated prisoners' dilemma

where a player's discount factor is private information. We have shown that the presence of

di�erent states of the world drastically a�ects the strategic role of beliefs. When the learning

phase is limited to one period, a player that shifts from cooperation to deviation according

to the state of the world has an incentive in faking patience in the good state. Since this

behaviour is expected and increases with the belief in patience, the latter loses its role in

determining cooperation. In case when the length of the learning phase is endogenously

determined, the faking patience e�ect may still emerge. Given the multiplicity of equilibria,

in the latter case we limit the attention to equilibrium con�guration with pure strategies

and where the cooperation phase starts as soon as possible.

An interesting extension might investigate the implementation of di�erent strategy con-

cepts. In the present analysis, we have considered grim trigger strategies. This class of

strategies is used in folk theorems to prove the existence SPNE with cooperative outcomes.

We have also referred to these class of strategies as they seemed to be natural to be used

in the presence of incomplete information on the other player's discount factor (Maor and

Solan, 2015). Future research may analyse equilibria using another trigger strategies such

as tit-for-tat strategies (Axelrod and Hamilton, 1981), in which at every current stage the

player chooses an action that the competitor played at the previous stage. In this case

though, the pro�le of these strategies is not subgame perfect. Alternatively, the trigger

strategies with limited number of punishing periods can also be used to construct the pun-

ishment of a deviating player.
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Appendix

Appendix A

Strategy pro�les

The behaviour strategy pro�le is given by

σ = (σν : ν ∈ {i, j}) . (10)

In (10), σν = {σsν,t}∞t=1, where σ
s
ν,t+1 : H(t) → X is an action of player ν in time period

t+1 and state s ∈ {s1, s2}. H(t) = ((s(1), x(1)), . . . , (s(t), x(t))) is a history of time period

t, where s(t) is the state in time period t and x(t) is the action pro�le played in state s(t).

De�nition 3 A non-cooperative strategy of player ν is denoted as σn,ν = {σsν,t}
s=s1,s2
t=1,...,∞

such σsν,t+1(H(t)) = D for any s = s1, s2, t = 1, . . . ,∞ and any history H(t).

We call the pro�le σn = (σn,ν : ν ∈ {i, j}) as non-cooperative strategy pro�le.

De�nition 4 A semi-cooperative strategy of player ν is denoted as σsc,ν = {σsν,t}
s=s1,s2
t=1,...,∞

such that

σsν,t+1(H(t)) =

C, if s = s1 and H(t) = Hsc(t),

D, otherwise,

while Hsc(t) is a history of time period t containing only the elements (s1, (C,C)) and

(s2, (D,D)).

We call the pro�le σsc = (σsc,ν : ν ∈ {i, j}) as semi-cooperative strategy pro�le, according

to which players choose action C in state s1 and action D in state s2 if the deviation from

history Hsc(t) is not observed. Otherwise, the players switch to playing action D in any

state forever.

De�nition 5 A cooperative strategy of player ν is denoted as σc,ν = {σsν,t}
s=s1,s2
t=1,...,∞ such

that

σsν,t+1(H(t)) =

C, if H(t) = Hc(t),

D, otherwise,

and Hc(t) = ((s(1), (C,C)), . . . , (s(t), (C,C))) is a history at time period t according to

which both players choose action C in all time periods before t+ 1.
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We call the pro�le σc = (σc,ν : ν ∈ {i, j}) as cooperative strategy pro�le, which prescribes

players to choose action C in time period t+ 1 if the history shows past cooperation (i.e.,

no deviations are observed in the previous time periods). If a player observes deviation

from action pro�le (C,C), then she chooses action D forever.

Expected payo�s

In this section we derive the value of the expected payo�s. For convenience, de�ne

Π̃(δν) ≡ 1

(1− δν)(1− δν(πs1 − πs2))

(
1− δν(1− πs2) δν(1− πs1)

δνπ
s2 1− δνπs1

)
.

We can easily calculate the player's payo� in any equilibria σn, σc or σsc:

1. The discounted payo� of player ν in equilibrium σn is

Vn(δν) =

(
V s1
n (δν)

V s2
n (δν)

)
= Π̃(δν)

(
ds1

ds2

)
. (11)

2. The discounted payo� of player ν in equilibrium σc

Vc(δν) =

(
V s1
c (δν)

V s2
c (δν)

)
= Π̃(δν)

(
as1

as2

)
. (12)

3. The discounted payo� of player ν in equilibrium σsc

Vsc(δν) =

(
V s1
sc (δν)

V s2
sc (δν)

)
= Π̃(δν)

(
as1

ds2

)
. (13)

We obtain these formulas by calculating the payo� of player ν according to the pro�le

de�nitions. The discounted payo� of player ν in equilibrium σn is

Vn(δν) =

(
V s1
n (δν)

V s2
n (δν)

)
=

(
ds1 + δνp

s1Vn(δν)

ds2 + δνp
s2Vn(δν)

)
,

or in vectorial form:

Vn(δν) =

(
ds1

ds2

)
+ δΠVn(δν).
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This equation gives:

Vn(δν) = (I− δνΠ)−1

(
ds1

ds2

)
,

where I is an identity matrix of size 2× 2. We denote (I− δνΠ)−1 by Π̃(δν) and obtain the

result. The inverse matrix (I− δνΠ)−1 always exists for any δν ∈ (0, 1).

Second, we calculate the discounted payo� of player ν in equilibrium σc that is:

Vc(δν) =

(
V s1
c (δν)

V s2
c (δν)

)
=

(
as1

as2

)
+ δν

(
πs1 1− πs1

πs2 1− πs2

)(
V s1
c (δν)

V s2
c (δν)

)
.

Rewriting this equation in vectorial form, we obtain equation (12).

Third, we calculate the discounted payo� of player player ν in equilibrium σsc that is:

Vsc(δν) =

(
V s1
sc (δν)

V s2
sc (δν)

)
=

(
as1

ds2

)
+ δν

(
πs1 1− πs1

πs2 1− πs2

)(
V s1
sc (δν)

V s2
sc (δν)

)
.

Rewriting this equation in a vectorial form, we obtain equation (13).

Notice that, in expressions (11), (12) and (13), matrix Π̃(δν) is the same.

Proof of Lemma 1

This is easily derived by expected players' payo�s Vn(δν), Vc(δν) and Vsc(δν) given above

in the Appendix, together with as2 > ds2 and as1 > ds1 .

Appendix B: Proof of Proposition 1

We prove that the strategy pro�les considered are subgame perfect using principle of non-

pro�tability of one-shot deviations. Consider �rst the non-cooperative strategy pro�le. The

fact that the strategy pro�le σn is a SPNE for every δν ∈ (0, 1), ν ∈ {i, j}, discount factor
δ is true because this pro�le prescribes players to choose the Nash equilibrium strategies in

any state and one-shot deviations are non-pro�table for any player ν with discount factor

δν ∈ (0, 1).

Consider next the semi-cooperative strategy pro�le. The player ν's payo� in this pro�le

is given by Appendix A. We need to prove that, if

δν >
∆1 − πs1(bs1 − ds1)− (1− πs2)(bs1 − as1)

2(πs2 − πs1)(bs1 − ds1)
,
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where

∆1 =
[
(πs1(bs1 − ds1) + (1− πs2)(bs1 − as1))2 + 4(bs1 − as1)(πs2 − πs1)(bs1 − ds1)

]0.5
,

then σsc is SPNE. If a deviation is observed, in the next stage of the game the deviating

player is punished by getting the Nash equilibrium payo� in any state (ds1 in state s1 and

ds2 in state s2). Clearly, deviation in state s2 is not pro�table for any δν ∈ (0, 1). Consider

state s1. The strategy pro�le σsc is a subgame perfect Nash equilibrium if for any player

ν ∈ {i, j} there is no gain from deviation in state s1:

as1 + δνp
s1Vsc(δν) > bs1 + δνp

s1Vn(δν).

Substituting the expressions of Vsc(δν) and Vn(δν) from Appendix and rearranging, we

obtain:

f1(δν) = δ2
ν(πs2−πs1)(bs1−ds1)+δν {πs1(bs1 − ds1) + (1− πs2)(bs1 − as1)}−(bs1−as1) > 0.

Function f1(δν) is a quadratic function satisfying the following conditions: i) f1(0) 6 0,

and ii) limδ→1 f1(δν) > 0. Therefore, there is a unique solution δν = δ∗1 of the equation

f1(δν) = 0 for δν ∈ (0, 1), where δ∗1 is given by (2). The solution of the inequality f1(δν) > 0

is δν ∈ [δ∗1 , 1). Therefore, if for any player ν ∈ {i, j} discount factor δν ∈ [δ∗1 , 1), the semi-

cooperative strategy pro�le σsc is SPNE.

Finally, consider the cooperative strategy pro�le. The player ν's payo� is given by

Lemma 1. We need to prove that, for any

δν >
∆2 − πs2(as1 − ds1)− (1− πs2)(bs2 − ds2)− πs1(bs2 − as2)

2(πs2 − πs1)(bs2 − ds2)
,

where

∆2 =
[
(πs2 (as1 − ds1 ) + (1− πs2 )(bs2 − ds2 ) + πs1 (bs2 − as2 ))2 + 4(bs2 − as2 )(πs2 − πs1 )(bs2 − ds2 )

]0.5
,

the strategy pro�le σc is SPNE. If a deviation is observed, in the next stage of the game

the deviating player is punished by getting the Nash payo� in any state (ds1 in state s1

and ds2 in state s2). The strategy pro�le σc is SPNE if, for any player ν ∈ {i, j}, there is
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no gain from deviation in any state. Player ν does not deviate in state s1 if

as1 + δps1Vc(δν) > bs1 + δνp
s1Vn(δν),

and in state s2 if

as2 + δνp
s2Vc(δν) > bs2 + δνp

s2Vn(δν).

Substituting the expressions of Vc(δν) and Vn(δν) from Appendix A and rearranging, we

obtain:

f3(δν) = δ2
ν(πs2 − πs1)(bs1 − ds1)

+ δν {πs1(bs1 − ds1) + (1− πs1)(as2 − ds2) + (1− πs2)(bs1 − as1)} − (bs1 − as1) > 0,

f2(δν) = δ2
ν(πs2 − πs1)(bs2 − ds2)

+ δν {πs2(as1 − ds1) + (1− πs2)(bs2 − ds2) + πs1(bs2 − as2))} − (bs2 − as2) > 0.

Here f2(δν) and f3(δν) are quadratic functions satisfying the following conditions. Given

Assumption 1, 0 > f3(0) > f2(0) and limδ→1 f3(δν) = limδ→1 f2(δν) > 0. Therefore, there

is a unique solution δν = δ∗3 of the equation f3(δν) = 0 for δν ∈ (0, 1) and a unique solution

δν = δ∗2 of the equation f2(δν) = 0 for δν ∈ (0, 1), where δ∗2 is given by (3). Taking into

account that both f2(δν) and f3(δν) are non-decreasing functions, we may easily prove that

the solution of the system of inequalitiesf3(δν) > 0,

f2(δν) > 0,

is δν ∈ [δ∗2 , 1). Therefore, if for any player ν ∈ {i, j} discount factor δν ∈ [δ∗2 , 1) the

cooperative strategy pro�le σc is SPNE.

Appendix C: Proof of Proposition 2

Before proving the proposition, it is convenient to introduce the following strategy pro�le,

as it may emerge in the case of deviation. We will next proceed with the proof.
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Deviating strategy pro�le

De�nition 6 A �deviating strategy pro�le� is denoted as σd = (σd,i, σc,j), where σd,i =

{σsi,t}
s=s1,s2
t=1,...,∞ such that

σsi,t+1(H(t)) =


C, if s = s1 and H(t) = Hc(t)

D, if s = s1 and H(t) 6= Hc(t)

D, if s = s2

.

In this pro�le, a player j plays strategy σc,j given by De�nition 5 while player i applies

strategy σd,i. This pro�le may occur when player j has a belief that the competitor i will

play cooperatively while she will in fact deviate in state s = s2. In turn, when player j

observes a deviation from the cooperative strategy pro�le, she reacts with D in all stages

afterwards according to strategy σc,j .

Denote by Vd(δi) an expected payo� of deviating player i in strategy pro�le σd. We

compute the expected payo� Vd,i(δi) of a deviating player i which is:

Vd(δi) =

(
V s1
d (δi)

V s2
d (δi)

)
,

where V s
d (δi) is the payo� of player i in the subgame starting from state s. If the subgame

starts from state s1, player i gets

V s1
d (δi) = as1 + δ(πs1V s1

d,i(δi) + (1− πs1)V s2
d,i(δi)).

If the subgame starts from state s2, player i deviates and gets b
s2 . Then she will be punished

by playing (D,D) in any state from the next stage until in�nity. Her total payo� will be

V s2
d (δi) = bs2 + δps2Vn(δi).

From these two equations we obtain

Vd(δi) =

(
1

1−δiπs1 [as1 + δi(1− πs1)(bs2 + δip
s2Vn(δi))]

bs2 + δps2Vn(δi)

)
.
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Initial state s = s1. Strategy pro�le (qs11 , r
s1
1 ) = (1, 0)

Begin from a player of class P . If she does not deviate from (1, 0), she gets

α1 (as1 + δPp
s1Vc(δP )) + (1− α1) (cs1 + δPp

s1Vn(δP )) . (14)

If she deviates from pro�le (1, 0) (qs11 = 0), she gets:

α1(bs1 + δPp
s1Vn(δP )) + (1− α1)(ds1 + δPp

s1Vn(δP )). (15)

The deviation is not pro�table if (14) is larger or equal to (15), taking into account δP > δ∗2 .

Now consider the player of class M . Her payo� in pro�le (1, 0) is

α1(bs1 + δMps1Vn(δM )) + (1− α1)(ds1 + δMps1Vn(δM )). (16)

If she deviates from pro�le (1, 0) (playing rs11 = 1), then she gets:

α1(as1 + δMps1Vd(δM )) + (1− α1)(cs1 + δMps1Vn(δM )), (17)

where V d(δM ) is the payo� of classM player when she cooperates in s = s1 and deviates in

state s = s2 (which is pro�table to her according to her discount factor). The deviation is

not pro�table if (16) is larger or equal than (17), taking into account inequality δ∗1 6 δM 6

δ∗2 from Proposition 1. The strategy pro�le (1, 0) is a PMPBE when one of the following

systems has a solution:
α1 >

ds1 − cs1
ds1 − cs1 + as1 − bs1 + δPps1(Vc(δP )− Vn(δP ))

ds1 − cs1 + as1 − bs1 + δMps1(Vd(δM )− Vn(δM )) 6 0

,

or 
α1 >

ds1 − cs1
ds1 − cs1 + as1 − bs1 + δPps1(Vc(δP )− Vn(δP ))

ds1 − cs1 + as1 − bs1 + δMps1(Vd(δM )− Vn(δM )) > 0

α1 6
ds1 − cs1

ds1 − cs1 + as1 − bs1 + δMps1(Vd(δM )− Vn(δM ))

.

Now we need to verify the sign of expression:

ds1 − cs1 + as1 − bs1 + δMps1(Vd(δM )− Vn(δM )). (18)
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First, consider the di�erence δMps1(Vd(δM )− Vn(δM )). Given Lemma 1, we obtain that

δMps1Vd(δM ) > δMps1Vsc(δM )

and equivalently

δMps1(Vd(δM )− Vn(δM )) > δMps1(Vsc(δM )− Vn(δM )) (19)

Taking into account that

δMps1(Vsc(δM )− Vn(δM )) > bs1 − as1 ,

we obtain

ds1 − cs1 + as1 − bs1 + δMps1(Vd(δM )− Vn(δM )) > ds1 − cs1 .

Therefore, the expression (18) is positive.

Simplifying the systems and considering δP > δ∗2 , we obtain the condition:

α1 ∈ [A1, A2], (20)

where

A1 ≡
ds1 − cs1

ds1 − cs1 + as1 − bs1 + δPps1(Vc(δP )− Vn(δP ))
,

and

A2 ≡
ds1 − cs1

ds1 − cs1 + as1 − bs1 + δMps1(Vd(δM )− Vn(δM ))
.

Initial state s = s1. Strategy pro�le (qs11 , r
s1
1 ) = (1, 1)

Again, we begin from a player of class P . If she does not deviate from strategy (1, 1), she

gets:

(α1 + β1)(as1 + δPp
s1Vsc(δP )) + (1− α1 − β1)(cs1 + δPp

s1Vn(δP )). (21)

If she deviates from (1, 1) (q1 = 0), she gets:

(α1 + β1)(bs1 + δPp
s1Vn(δP )) + (1− α1 − β1)(ds1 + δPp

s1Vn(δP )). (22)
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The deviation is not pro�table if (21) is larger than or equal to (22), taking into account

δP > δ∗2 from Proposition 1.

Consider next a player of class M . Her payo� in pro�le (1, 1) is

(α1 + β1)(as1 + δMps1Vsc(δM )) + (1− α1 − β1)(cs1 + δMps1Vn(δM )). (23)

If she deviates from pro�le (1, 1) (rs11 = 0) she gets:

(α1 + β1)(bs1 + δMps1Vn(δM )) + (1− α1 − β1)(ds1 + δMps1Vn(δM )). (24)

The deviation is not pro�table if payo� (23) is larger than or equal to (24), taking into

account δ∗1 6 δM 6 δ∗2 .

Thus, the strategy pro�le (1, 1) is a PMPBE if the following system has a solution:(α1 + β1) [as1 − bs1 − cs1 + ds1 + δPp
s1(Vsc(δP )− Vn(δP ))] > ds1 − cs1 ,

(α1 + β1) [as1 − bs1 − cs1 + ds1 + δMps1(Vsc(δM )− Vn(δM ))] > ds1 − cs1 .

Since δM < δP , the system is equivalent to the following inequality:

α1 + β1 >
ds1 − cs1

ds1 − cs1 + as1 − bs1 + δMps1(Vsc(δM )− Vn(δM ))
. (25)

Initial state s = s2. Strategy pro�le (qs21 ) = (1)

If the game starts in state s2, the strategy pro�le (qs21 ) = (1) is a PMPBE if the following

inequality holds:

α1 [as2 − bs2 − cs2 + ds2 + δPp
s2(Vc(δP )− Vn(δP ))] > ds2 − cs2 .

Since δP > δ∗2 , then δPp
s2(Vc(δP )− Vn(δP )) > bs2 − as2 , so that:

α1 >
ds2 − cs2

as2 − bs2 − cs2 + ds2 + δPps2(Vc(δP )− Vn(δP ))
. (26)
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Appendix D: Proof of Corollary 1

The payo� of a P player in pro�le (1, 0) is

α1(as1 + δPp
s1Vc(δP )) + (1− α1)(cs1 + δPp

s1Vn(δP )),

and in pro�le (1, 1) is

(α1 + β1)(as1 + δPp
s1Vsc(δP )) + (1− α1 − β1)(cs1 + δPp

s1Vn(δP )).

The payo� of a P player in pro�le (1, 1) is not less than his payo� in pro�le (1, 0) if

β1(cs1 − as1 − δPps1(Vsc(δP )− Vn(δP ))) + α1δPp
s1(Vc(δP )− Vsc(δP )) 6 0,

or
β1

α1
>

δPp
s1(Vc(δP )− Vsc(δP ))

as1 − cs1 + δPps1(Vsc(δP )− Vn(δP ))
.

The payo� of an M player in pro�le (1, 0) is

α1(bs1 + δMps1Vn(δM )) + (1− α1)(ds1 + δMps1Vn(δM ))

and in pro�le (1, 1) is

(α1 + β1)(as1 + δMps1Vsc(δM )) + (1− α1 − β1)(cs1 + δMps1Vn(δM )).

The payo� of an M player in pro�le (1, 1) is not less than his payo� in pro�le (1, 0) if

α1(bs1 − as1 + cs1 − ds1 + δMps1(Vn(δM )− Vsc(δM )))

+ β1(cs1 − as1 + δMps1(Vn(δM )− Vsc(δM ))) + ds1 − cs1 6 0.

or

(α1 +β1)(ds1−bs1 +as1−cs1 +δMps1(Vsc(δM )−Vn(δM )) > β1(ds1−bs1)+(ds1−cs1). (27)

Taking into account that α1 + β1 > A3, we may state that

(α1 + β1)(ds1 − bs1 + as1 − cs1 + δMps1(Vsc(δM )− Vn(δM )) > ds1 − cs1 .
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The latter inequality guarantees that (27) is satis�ed because ds1 − bs1 < 0.

Now consider the initial state s = s2. The payo� of class P player in equilibrium

(qs21 ) = 1 is

α1(as2 + δPp
s2Vc(δP )) + (1− α1)(cs2 + δPp

s2Vn(δP )).

The payo� of class P player in equilibrium (qs21 ) = q∗ given by q∗ = A4/α1 (see Proposition

2) is

α1qq(a
s2 − bs2 + ds2 − cs2 + δPp

s2(Vc(δP )− Vn(δP )) + α1q(b
s2 − ds2) + q(cs2 − ds2)

+ ds2 + δPp
s2Vn(δP ) = ds2 + α1q(b

s2 − ds2) + δPp
s2Vn(δP ).

The payo� of class P player in pro�le (qs21 ) = 1 is not less than his payo� in pro�le (qs21 ) = q

if

α1(as2 − cs2 + δPp
s2(Vc(δP )− Vn(δP )))

> (ds2 − cs2)

[
1 +

bs2 − ds2
ds2 − cs2 + as2 − bs2 + δPps2(Vc(δP )− Vn(δP ))

]
,

which is always true for any α1 > A4.

The payo� of player M in pro�le (qs21 ) = 1 is

α1(bs2 + δMps2Vn(δM )) + (1− α1)(ds2 + δMps2Vn(δM )),

and in pro�le (qs21 ) = q is

α1(q(bs2 + δMps2Vn(δM )) + (1− q)(ds2 + δMps2Vn(δM ))) + (1− α1)(ds2 + δMps2Vn(δM )).

The payo� of classM player in pro�le (qs21 ) = 1 is not less than his payo� in pro�le (qs21 ) = q

if

α1(bs2 − qbs2 − (1− q)ds2) > 0,

which is always true because bs2 > ds2 .

Appendix E: Proof of Proposition 3

Consider the payo�s of the players of classes P and M as functions of parameter α1. By

Proposition 2, there are three equilibria:
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1. Equilibrium (qs11 , r
s1
1 ) = (1, 0): the payo� of the player of class P is

α1(as1 + δPp
s1Vc(δP )) + (1− α1)(cs1 + δPp

s1Vn(δP )).

It is a linear function of α1 with coe�cient as1 − cs1 + δPp
s1(V c(δP )−V n(δP )) which

is positive because as1 > cs1 and V c(δ) >V n(δ) for any δ ∈ (0, 1).

The payo� of the player of class M is

α1(bs1 + δMps1Vn(δM )) + (1− α1)(ds1 + δMps1Vn(δM )).

It is also a linear function of α1 with coe�cient bs1 − ds1 which is positive for any

δ ∈ (0, 1).

2. Equilibrium (qs11 , r
s1
1 ) = (1, 1): we begin with the player of class P . Her payo� is

(α1 + β1)(as1 + δPp
s1Vsc(δP )) + (1− α1 − β1)(cs1 + δPp

s1Vn(δP )).

It is a a linear function of α1 with coe�cient as1 − cs1 + δPp
s1(V sc(δP )−V n(δP ))

which is positive because as1 > cs1 and V sc(δ) >V n(δ) for any δ ∈ (0, 1).

Then, the payo� of the player of class M is

(α1 + β1)(as1 + δMps1Vsc(δM )) + (1− α1 − β1)(cs1 + δMps1Vn(δM )).

This is a linear function of α1 with coe�cient as1 − cs1 + δMps1(V sc(δM )−V n(δM ))

which is positive because as1 > cs1 and V sc(δ) >V n(δ) for any δ ∈ (0, 1).

The derivatives of the payo�s of the P and M players with respect to β1 equal the

corresponding derivatives subject to α1. Therefore, the payo�s are also increasing

functions of β1.

3. Equilibrium (q1) = (1) in initial state s = s2: the payo� of the player of class P is

α1(as2 + δPp
s2Vc(δP )) + (1− α1)(cs2 + δPp

s2Vn(δP ))

It is a linear function of α1 with coe�cient as2 − cs2 + δPp
s2(V c(δP )−V n(δP )) which

is positive because as2 > cs2 and V c(δ) >V n(δ) for any δ ∈ (0, 1).
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Appendix F: Proof of Proposition 4

Period 1, state s1. If player P follows the described strategy qs11 = 1, his payo� will be

α1 [as1 + δPp
s1Vc(δP )]

+ β1 [as1 + δPπ
s1(cs1 + δPp

s1Vsc(δP )) + δP (1− πs1)(cs2 + δPp
s2Vsc(δP ))]

+ (1− α1 − β1) [cs1 + δPp
s1Vn(δP )] .

If he deviates to strategy qs11 = 0, his class will be identi�ed as I and his payo� will be

α1 [bs1 + δPp
s1Vn(δP )] + β1 [bs1 + δPp

s1Vn(δP )] + (1− α1 − β1) [ds1 + δPp
s1Vn(δP )] .

Remembering that ps = (πs, 1− πs), the deviation of player P in period 1 is not pro�table

if

α1

[
as1 − bs1 + ds1 − cs1 + δPp

s1(Vc(δP )− Vn(δP ))
]

+ β1

[
as1 − bs1 + ds1 − cs1 + δPπ

s1(cs1 − as1)

+ δP (1− πs1)(cs2 − ds2) + δPp
s1(Vsc(δP )− Vn(δP ))

]
> ds1 − cs1 .

We call

A5 ≡
[
as1 − bs1 + ds1 − cs1 + δPp

s1(Vc(δP )− Vn(δP ))
]
,

A6 ≡
[
as1 − bs1 + ds1 − cs1 + δPπ

s1(cs1 − as1) + δP (1− πs1)(cs2 − ds2)

+δPp
s1(Vsc(δP )− Vn(δP ))

]
.

Notice that A5 > 0, given that ds1−cs1 > 0, and that Proposition 1 combined with Lemma

1 implies

δP >
as1 − bs1

ps1(Vc(δP )− Vn(δP ))
.
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If player M follows the described strategy rs11 = 1, his payo� will be

α1 [as1 + δMπ
s1(bs1 + δMps1Vsc(δM )) + δM (1− πs1)(bs2 + δMps2Vsc(δM ))]

+ β1 [as1 + δMπ
s1(ds1 + δMps1Vsc(δP )) + δM (1− πs1)(ds2 + δMps2Vsc(δM ))]

+ (1− α1 − β1) [cs1 + δMps1Vn(δM )] .

If he deviates to strategy rs11 = 0, his class will be identi�ed as I and his payo� will be

α1 [bs1 + δMps1Vn(δM )] + β1 [bs1 + δMps1Vn(δM )] + (1− α1 − β1) [ds1 + δMps1Vn(δM )] .

The deviation of player M in period 1 is not pro�table if

α1

[
as1 − bs1 + ds1 − cs1 + δMps1(Vsc(δM )− Vn(δM ))

+ δMπ
s1(bs1 − as1) + δM (1− πs1)(bs2 − ds2)

]
+ β1

[
as1 − bs1 + ds1 − cs1 + δMps1(Vsc(δM )− Vn(δM ))

+ δMπ
s1(ds1 − as1)

]
> ds1 − cs1 .

We call

A7 ≡
[
as1 − bs1 + ds1 − cs1 + δMps1(Vsc(δM )− Vn(δM )) + δMπ

s1(bs1 − as1)

+δM (1− πs1)(bs2 − ds2)
]
,

A8 ≡
[
as1 − bs1 + ds1 − cs1 + δMps1(Vsc(δM )− Vn(δM )) + δMπ

s1(ds1 − as1)
]
.

Notice that A7 > 0, given that bs > as > ds > cs, and that Proposition 1 combined with

Lemma 1 implies

δM >
as1 − bs1

ps1(Vsc(δP )− Vn(δP ))
.

Period 2. State s1. If in period 1 the players' classes are not revealed, i. e. only

action C was observed, then the learning phase continues and the updated beliefs are

α2 =
α1

α1 + β1
, β2 =

β1

α1 + β1
.
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If player P uses strategy qs12 = 1, his payo� will be

α2 [as1 + δPp
s1Vc(δP )] + β2 [cs1 + δPp

s1Vsc(δP )] .

If he deviates to strategy qs12 = 0, his class will be identi�ed as M and his payo� will be

α2 [bs1 + δPp
s1Vsc(δP )] + β2 [ds1 + δPp

s1Vsc(δP )] .

The deviation of player P in period 2, state s1, is not pro�table if

α2 [as1 − bs1 + δPp
s1(Vc(δP )− Vsc(δP ))] + β2 [cs1 − ds1 ] > 0,

taking into account the expressions of α2 and β2, we obtain condition

β1

α1
6
δPp

s1(Vc(δP )− Vsc(δP ))− (bs1 − as1)

ds1 − cs1
.

If player M uses strategy rs12 = 0, his payo� will be

α2 [bs1 + δMps1Vsc(δM )] + β2 [ds1 + δMps1Vsc(δM )] .

If he deviates to strategy rs12 = 1, his class will be identi�ed as P and his payo� will be

α2 [as1 + δMps1Vd(δM )] + β2 [cs1 + δMps1Vsc(δM )] .

The deviation of player M in period 2, state s1, is not pro�table if

α2 [bs1 − as1 + δMps1(Vsc(δM )− Vd(δM ))] + β2 [ds1 − cs1 ] > 0,

taking into account the expressions of α2 and β2, we obtain condition

β1

α1
>
δMps1(Vd(δM )− Vsc(δM ))− (bs1 − as1)

ds1 − cs1
.

Period 2. State s2. If in period 2 player P uses strategy qs22 = 1, his payo� will be

α2 [as2 + δPp
s2Vc(δP )] + β2 [cs2 + δPp

s2Vsc(δP )] .
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If he deviates to strategy qs22 = 0, his class will be identi�ed as M and his payo� will be

α2 [bs2 + δPp
s2Vsc(δP )] + β2 [ds2 + δP p6s2Vsc(δP )] .

The deviation of player P in period 2, state s2, is not pro�table if

α2 [as2 − bs2 + δPp
s2(Vc(δP )− Vsc(δP ))] + β2 [cs2 − ds2 ] > 0.

Taking into account the expressions of α2 and β2, we obtain condition

β1 6
δPp

s2(Vc(δP )− Vsc(δP ))− (bs2 − as2)

ds2 − cs2
α1.

Combining all conditions in the system we prove the proposition.

Appendix G: Proof of Proposition 5

The deviation to strategy rs12 = 0 is not pro�table when

β2

(
as1 + δMps1Vsc(δM )

)
+ γ2

(
cs1 + δMps1Vn(δM )

)
> β2

(
bs1 + δMps1Vn(δM )

)
+ γ2

(
ds1 + δMps1Vn(δM )

)
.

Taking into account that β2 = β1
1−α1

and γ2 = 1−α1−β1
1−α1

, we obtain:

β1 >
(ds1 − cs1) (1− α1)

ds1 − cs1 + as1 − bs1 + δMps1(Vsc(δM )− Vn(δM ))
.

The fact that an M -class player adopts C in period 2 and state s1 a�ects in turn the

choice of a competitor of class P : we now examine the condition under which qs21 = 1 is a

part of PMPBE if the M player chooses rs12 = 1 in period 2 and state s1. The deviation of

player P to strategy qs21 = 0 is not pro�table if

α1 [as2 − bs2 + δPp
s2(Vc(δP )− Vn(δP ))]

+ β1[cs2 − ds2 + δPp
s2(Vn(δP )− Vsc(δP ))] + (1− α1 − β1)(cs2 − ds2) > 0,
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which is equivalent to inequality

β1 ≤
α1[ds2 − cs2 + as2 − bs2 + δPp

s2(Vc(δP )− Vn(δP ))]− (ds2 − cs2)

δPps2(Vsc(δP )− Vn(δP ))
.

5.1 Appendix E: Non-cooperative outcomes

In this section we show the non-cooperative results. In this case, the non-cooperative strat-

egy pro�le σn is formed by rule (7) in the cooperation phase of the game. We classify the

equilibria according to which the non-cooperative strategy pro�le is played in the cooper-

ation phase regardless of the players' classes. Like in the main text, we consider �rst the

case where the learning phase lasts one period: the results are summarised in the following

proposition.

Proposition 6 Suppose T = 1. Then the strategy pro�les (qs11 , r
s1
1 ) = (0, 0) and (qs21 ) = (0)

are PMPBE for the game with the initial state s = s1 and s = s2 respectively.

Proof. Consider the initial state s1 and the strategy pro�le (qs11 ; rs11 ) = (0, 0). A player P

obtains the following payo� if she does not deviate from (0, 0):

ds1 + δPp
s1Vn(δP ). (28)

If she deviates from pro�le (0, 0) (qs11 = 1), she gets:

cs1 + δPp
s1Vn(δP ). (29)

Note that (28) is always greater than or equal to (29), since ds1 > cs1 . A deviation of a

class M cannot be pro�table either.

Consider the initial state s2 and the strategy pro�le (qs21 ) = (0). A player P obtains

the following payo� if she does not deviate from (0):

ds2 + δPp
s2Vn(δP ). (30)

If she deviates from pro�le (0) (qs21 = 1), she gets:

cs2 + δPp
s2Vn(δP ). (31)

Note that (30) is always greater than or equal to (31), since ds2 > cs2 . Therefore, the
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strategy pro�le (qs21 , r
s2
1 ) = (0, 0) when the game starts from s1 and (qs21 ) = (0) when the

game starts from s2 are PMPBE.

We now turn to the case where the learning phase is endogenously determined. Let the

initial state be s2. Consider the strategy qs21 = 0 of player P in period 1 in state s = s2.

In this case, all players use action D and, after this period, the beliefs are not updated:

α2 = α1, β2 = β1, γ2 = γ1. If in any further periods only state s = s2 is realized, then the

strategy of player of type P is qs2t = 0 because of the Markovian property of the strategy.

The beliefs can be changed only if state s = s1 is realized in the game. Let state s1 be

realized in period t > 1. If in this state players use strategies qs11 = 0 and rs11 = 0, then the

beliefs do not change and again αt = α1, βt = β1. Therefore, using the Markovian property,

we get by induction qs1k = rs1k = 0 for any k. These strategies determine a subgame perfect

equilibrium with in�nite learning phase when players always adopt action D in any state.

The existence of a similar PMPBE can be proved when the game starts from state s1 and

players use actions D in this state and then in the �rstly appeared state s2 they also use

actions D. The ongoing discussion can be summarised as follows.

Proposition 7 For any initial probabilities α1 > 0, β1 > 0 such that α1 + β1 < 1, there

always exists PMPBE in which the players' strategies for both initial states s1 and s2 are

as follows: qs1t = rs1t = 0 and qs2t = 0, t = 1, 2, . . . (players of all classes choose action D

in any state forever). In this case the learning phase lasts forever.
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